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The main classes of statistical treatment of below-detection
limit (left-censored) environmental data for the determination of
basic statistics that have been used in the literature are
substitution methods, maximum likelihood, regression on order
statistics (ROS), and nonparametric techniques. These
treatments, along with using all instrument-generated data
(even those below detection), were evaluated by examining data
sets in which the true values of the censored data were
known. It was found that for data sets with less than 70%
censored data, the best technique overall for determination of
summary statistics was the nonparametric Kaplan–Meier
technique.ROSandthetwosubstitutionmethodsofassigningone-
half the detection limit value to censored data or assigning a
random number between zero and the detection limit to censored
data were adequate alternatives. The use of these two
substitutionmethods,however, requiresathoroughunderstanding
of how the laboratory censored the data. The technique of
employing all instrument-generated datasincluding numbers
below the detection limitswas found to be less adequate than
the above techniques. At high degrees of censoring (greater
than 70% censored data), no technique provided good estimates
of summary statistics. Maximum likelihood techniques were
found to be far inferior to all other treatments except substituting
zero or the detection limit value to censored data.

Introduction
Environmental data sets frequently contain values below the
limit of detection by the analytical techniques employed.
These valuessreferred to as “left-censored” datasindicate
only that sample concentrations are less than some number,
creating a multitude of problems for scientists and policy
makers. Researchers have utilized many approaches to treat
left-censored data, ranging from data substitution, the
replacement of censored numbers according to a prescribed
rule (1–5) through modeling the data set (or a portion thereof)
based on a known statistical distribution (6–9), to nonpara-
metric methods that utilize only rank information (10–13).
Evaluations of these approaches have used both published
“real” environmental data and generated (simulated) data
that have attempted to model the “real world”. In most cases
involving real environmental data, however, the “true” values
of the censored data were unknown. In studies with simulated

or generated data, a statistical distribution had to be assumed
a priori which may not have adequately modeled the “real
world”. It is the main purpose of this paper to re-evaluate
the best known statistical techniques that have been utilized
by employing censored real environmental data sets in which
the “true” values were known because they were measured.

Only summary statistics on censored data are considered
in this paper. The mean, median, 25th (Q1), and 75th (Q3)
percentiles were chosen as representative of location sta-
tistics; the standard deviation (SD) and interquartile range
(IQR) were used as representative of spread statistics.

Study Design
The a priori assumption underpinning all environmental data
is that when a laboratory measures a quantity of interest in
a sample it is measuring in that sample a real environmental
value that is independent of the analytical technique used to
obtain it. Thus, for example, when dissolved vanadium is
measured by two scientifically reputable analytical techniques,
the assumption is made that although the values obtained may
differ slightly, each technique is measuring the same true
quantity. Because different analytical techniques have dif-
fering sensitivities, they will inevitably have differing levels
of detection and therefore potentially differing levels of
censoring for a given set of samples. This is the essential tool
exploited in this paper: samples were coincidentally analyzed
by different analytical techniques, giving rise on one hand
to a censored data set and on the other to an uncensored
one, with the underlying assumption that although there
might be analytical variability between the analyses, each
was measuring the same real quantity. Thus, a censored data
set could be “completed” by replacing censored values with
their uncensored counterparts from the more sensitive
analysis, thereby creating the opportunity to measure how
the best-known statistical treatments for censored data
compare with each other and, more importantly, with the
true value. For example, using the “completed” data set, the
true value of the mean of that data set can be calculated,
which can then be compared with the values estimated for
it by using various statistical treatments on the original,
censored data set.

To evaluate the main statistical treatments used for
censored data (discussed below), a data set pair containing
one censored line and one uncensored (and usually far more
sensitive) line for the same element was selected. The
censored data within the censored data set were replaced
with data from the uncensored line, leading to a “complete”
uncensored data set which served as the control. A statistical
parameter was calculated on both the control and, using a
given statistical treatment, the original censored data sets.
The treatment was then evaluated according to its agreement
relative to the true value derived from the control data set.

The treatments evaluated were some of the more popular
used in the literature. (1) Substitution methods are techniques
whereby values are assigned to censored data according to
a specified rule. The specific rules evaluated were (letters in
parentheses denote the shorthand code used for this method):
(a) Replacing all censored values with zero (Zero); (b)
Replacing all censored values with their respective detection
limits (DL); (c) Replacing all censored values with one-half
their respective detection limits (Half); (d) Assigning to each
censored datum a randomly chosen value between 0 and
the detection limit (Rand).

(2) Maximum likelihood estimation (ML) techniques are
methods that rely on knowing the underlying statistical
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distribution from which the data are derived. Uncensored
data are then used to calculate fitting parameters that
represent the best fit to the distribution, and from these the
various statistical parameters can be calculated. ML tech-
niques are sensitive to outliers and do not perform well if the
data do not follow the assumed distribution (14). ML was
evaluated by assuming for the data the following distributions:
(a) a normal distribution (ML-no); (b) a log-normal distribu-
tion (ML-lo).

(3) Nonparametric methods: the Kaplan–Meier technique
(NP-KM). Nonparametric methods rely only on the ranks of
the data and make no assumptions about the statistical
distribution from which they originate. The standard non-
parametric technique is the Kaplan–Meier method. Because
it is nonparametric, Kaplan–Meier tends to be insensitive to
outliers (a frequent occurrence in environmental data), which
results in it generally working well with smaller data sets.

(4) Regression on order methods (ROS) are techniques
that calculate summary statistics with a regression equation
on a probability plot. These methods have become a popular
alternative with the recent publication of a book by Helsel
(14). The specific ROS technique evaluated herein is the more
robust form advocated by Helsel, which uses uncensored
data whenever possible and assumes a distribution only for
censored data (7, 14).

(5) Instrument-generated data (Lab). In addition to the
above, several researchers (15–18) have suggested that a
superior approach would be to request that the analyzing
laboratory provide all instrument-generated numbers in-
cluding those less than the censoring level and therefore use
a “complete” and uncensored data set from which all the
traditional statistical treatments could be applied. According
to the above papers, this approachsusing these numbers
below the detection limit instead of dealing with the problems
which censored data engenders would be superior to any
of the above methods. We chose to examine this claim by
evaluating data sets containing all instrument-generated data
including that below the detection limits. This technique we
elected to name “Lab”.

Experimental Section
Forty-four distinct data setsscomprised of censored data
from a given analytical technique “completed” by data from
a more sensitive analytical techniqueswere used to evaluate
the statistical treatments. These contain inorganic data
originating from roughly 5000 samples analyzed over the
last 6 years by a research laboratory within the U.S. Geological
Survey. Samples of different media were used and included

both surface- and groundwater samples, lake sediment, and
plant and animal tissues originating from locales throughout
the western United States. The data sets varied in terms of
number of samples (between 34 and 841) and percentage of
censoring (from 13.7% to 94.5% censored) in addition to the
media type.

Each sample was analyzed by two separate analytical
techniques: inductively coupled plasma-mass spectrometry
ICPMS (19, 20) and inductively coupled plasma-atomic emis-
sion spectroscopy ICPAES (21–23). For every analytical run,
a detection limit, DL, was calculated for each analyte, whereby
laboratory blanks were analyzed between 10 and 20 times
per analytical run: DL ) SD t0.05,n, where SD is the standard
deviation of the blanks and t0.05,n is the t-statistic at the 95%
confidence level for n degrees of freedom (24). If a sample
had a nominal concentration less than DL, its value was
replaced by “< DL”. ICPMS analyses are typically far more
sensitive than ICPAES, giving rise to ICPMS detection limits
which can be between 10 and 10,000 times lower than ICPAES
for the same element.

Many elements were analyzed multiple times by ICPMS
and ICPAES: for example, copper was analyzed using ICPMS
at two different isotopes (63 and 65) and using ICPAES at
three different spectral emission wavelengths (224.700,
324.752, and 327.393 nm). Throughout the rest of this paper,
the term “lines” has been employed to represent either
isotopes via ICPMS analyses or spectral wavelengths via
ICPAES. For each data set pair, one linestypically that on
the ICPMSswas completely uncensored while the other had
a proportion of censored data. Detection limits for censored
lines changed in response to differing instrumental condi-
tions, leading to multiple censoring levels for all studied data
sets.

The various statistical parameters were calculated using
each censoring technique, and these were compared with
the values calculated for the “true” data and registered as a
percent deviation or bias, D

D ) (b - t) × 100/t (1)

where b is the observed treatment value and t is the “true”
value. Although this is the typical formulation used to
calculate bias, it has the disadvantage that for a fixed value
of t, D has a range from –100 to +∞.

Results
A specific data set pair, that of dissolved vanadium in surface
water samples from the Bear-Yuba drainage basins in

TABLE 1. Results (Top Half) and Evaluations (Bottom Half) of the Censoring Treatments for V292a

a All values are in µg/L. The numbers in the evaluation section of the table are the percent deviations, D (defined in eq 1),
from the true values as given in the top half of the table. The colors indicate the “quality” of the result: Yellow (best, |D| e 5%),
followed in turn by light green (5% < |D| e 10%), tan (10% < |D| e 15%), pink (15% < |D| e 20%), and red (|D| > 20%).
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northern California (unpublished data), is examined in detail
first; thereafter, the results from the remaining 43 lines are
summarized.

The dissolved vanadium data set contained 821 samples
and consisted of the censored ICPAES spectral line of 292.402
nm (designated as V292) and the uncensored ICPMS 51V
isotope (designated as V51). The V292 line had 264 censored
samples, 32% of the total. To create an uncensored control
data set, censored data were completed using equivalent
samples from V51.

Values for the representative summary statistics (listed
above) were calculated for the completed V292 line (desig-
nated hereafter as the “true” value) and for each of the four
substitution techniques, the two ML methods, the nonpara-
metric Kaplan–Meier, the ROS technique, and the instru-
ment-generated data (Lab). Table 1 presents the true values
and treatment results (in the top half) and their evaluation
by comparison with the true values (in the bottom half). A
color-coding scheme is employed to indicate the quality of
the results, with yellow representing the best (being within
5% of the true value), grading through green, brown, and
pink to red, representing the worst (values more than 20%
away from the true value).

For location statistics, substituting zero (Zero) or the
detection limit (DL) or using maximum likelihood estimation
assuming a normal distribution (ML-no) tended to give poor
results. For example, ML-no estimates that the last quartile
(Q3) is 1.18 µg/L, while the true value is 0.76 µg/L, a bias of
56%. On the other hand, of the techniques that were tested,
the one that gave the best results was substituting one-half
the detection limit (Half): all four of its estimates of the
location statistics were within 5% of the true value. Use of

Half has been discouraged in the literature as being unreliable
(7, 13, 14, 25, 26), yet the data here indicate otherwise. In
addition to Half, Kaplan–Meier (NP-KM), ROS, and substi-
tuting a random value (Rand) gave good results, though not
as good as Half. Maximum likelihood estimation assuming
a log-normal distribution (ML-lo) performed less well in its
estimates of Q1 and Q3, being biased by –14.5% and 10.1%,
respectively. Finally, use of the instrument-generated num-
bers (Lab) gave estimates of a mean which were 7% low and
an estimate of Q1 which was more than 20% low.

For spread statistics, the best censoring technique was
again Half, with both estimates being within 5% of the true
value. Rand, NP-KM, and ROS did well in estimating the
standard deviation, but all of them were only mediocre in
their estimates of IQR; ML-lo did poorly, being almost 17%
too low in its estimate of the standard deviation and more
than 30% too high in its estimate of the IQR. Finally, Lab was
within 6% of the true value in estimating the standard
deviation but more than 20% high in estimating the IQR.

Additional Data Sets
The above analysis was performed on 43 additional data sets
(Table 2). As above, the true values of the summary statistics
were determined by completing the censored data with
uncensored data from a more sensitive uncensored line.
Values for each statistic were calculated for every statistical
treatment and compared with the true values. Because so
much information was generated, the results are summarized
below; additional information is available in the Supporting
Information. The three treatments Zero, DL, and ML-no were
almost always far inferior to the others in terms of bias (eq
1) and consequently are largely ignored in the ensuing
discussions.

The data were first examined to determine if media type,
data set size, or percentage of censoring affected the results.
Media type and data set size each had only minor effects on
the treatment results: there was no evidence that one
treatment was favored over another because of these.
Therefore, all lines regardless of sample type or number of
samples were analyzed together. The percentage of censored
data, however, did show a discrimination among treatments,
and consequently, this was used as the explanatory or
independent variable in the discussion which follows.

Because each censored line had multiple detection limits
(rather than a single, fixed value), some of the results which
follow may seem to be the result of a typographical or
mathematical error but are, in fact, correct. For example,
consider the following data set, which is 33% censored: {<2,
2, 3, 6, <7, 8}. If the Zero technique is used, the substituted
data set becomes {0, 0, 2, 3, 6, 8}, which has a median of 2.5
and a Q3 of 6. If the DL technique is used, the substituted
data set becomes {2, 2, 3, 6, 7, 8}, which has a median of 4.5
and a Q3 of 7. Thus, for this example, Zero, DL, and Half all
will have different estimates of the median and Q3, in spite
of the fact that only 33% of the data are censored. This simple
example should be borne in mind with the results below: for
example, it is frequently the case that Half, Zero, DL, and
Rand have nonzero biases in their estimates of the median
even for data sets containing less than 50% censored data.

Figure 1 plots in six panels the deviation (or bias) from
the true value of the treatments Half, Rand, ML-lo, NP-KM,
ROS, and Lab against percent censoring; each panel repre-
sents a different summary statistic. Among these statistics,
there is a tendency for most of the treatments to cluster near
zero bias so long as the percent censoring is less than 70%
(the areas to the left of the lines on Figure 1). For example,
for the mean (A), with the exception of at most one point,
Half, Rand, NP-KM, and ROS all had deviations within 20%
of the true value; for Q3 (D), with the exception of one point,

TABLE 2. Data Sets and Analytical Lines Used To Evaluate the
Various Censoring Techniquesa

a Numbers in the total column represent the total number of
samples (both censored and uncensored). Within data sets,
lines are sorted alphabetically. Surface water samples
originated from the Bear-Yuba River drainages in northern
California (unpublished data); groundwater samples were
from Grand Canyon springs (34); fish liver and filet samples
originated from National Parks in the western United States
(35); tree trunk samples came from northern and central New
Mexico (36); Lichen samples originated from National Parks
in the western United States (35); lake sediment samples
came from lakes in the western United States (35). All lines
represent the wavelength (in nm) used for analysis on the
ICP-AES, with the exception of the starred entry (Zn 68),
which represents the isotope used on the ICP-MS analysis.
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all treatments except ML-lo were within 20% of the true value.
For the median (B), Q1 (C), and IQR (F), there is far more
scatter yet the values still cluster around zero bias. In each
of these cases, ML-lo tends to be farthest from the true
valuesthis is especially true for the standard deviation
(E)swith the other five treatments mostly being indistin-
guishable from each other. Above 70% censoring (the areas
to the right of the lines in figure 1), the graphs tend to
“explode” both positively and negatively, indicating that there

is little hope of predicting the true value of a statistic using
any of the treatments.

The data for the mean were examined in a slightly different
way in Figure 2. On the y axis are plotted the number of lines
for which the treatment mean was more than 5% away (either
positively or negatively) from the true mean, i.e., the “number
of failures”. On this graph, the lower the curve, the better the
treatment is at estimating the true value. For example, there
were nine “failures” at 70% censoring for the treatment Half,

FIGURE 1. Evaluation of six treatment techniques (Half, Rand, ML-lo, NP-KM, ROS, and Lab) for estimation of (A) Mean, (B) Median,
(C) Q1, (D) Q3, (E) SD, and (F) IQR. Biases larger than 120% were assigned a value of 120%.
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indicating that for lines with less than 70% censoring, there
were nine times in which the Half estimate of the mean was
more than 5% away from the true mean. Because there were
32 lines in this study with less than 70% censored data, this
indicates that the estimate of the mean provided by Half was
within 5% of the true value of the mean 23/32 or 72% of the
time. In contrast, NP-KM was within 5% of the true value
78% of the time, ROS was 63%, and NP-lo was only 44%.

To quantify the above observations, a scoring scheme
was created to rate the treatments. First, data sets were
divided into two classes: Class 1 consisted of those data sets
with less than 70% censoring (containing 32 lines), and Class
2 consisted of those with more than 70% censored data
(containing 12 lines). In both classes for each parameter, the
median bias for each treatment was calculated; this allowed
for a determination of whether treatments generally gave
higher or lower values than the true value. In addition, the
median of the absolute value of all biases was calculated to
determine which treatment was generally nearest to the true
value. The results are presented in Table 3.

For data sets with less than 70% censoring (Class 1), Half,
Rand, NP-KM, and ROS were unbiased for all parameters.
ML-lo and Lab were both slightly biased for a few parameters,
and, as expected, Zero, DL, and ML-no had severe biasing.
When considering the ability of a treatment to estimate a
value close to the true value, NP-KM was best with only one
parameter, Q1, with a median estimate which was more than
5% away from the true value. ROS, Half, Rand, and Lab were
slightly worse, doing less well on Q1 and IQR. ML-lo was
substantially worse than these, ranking about the same as
DL; Zero and ML-no did the poorest.

In highly censored data sets (Class 2), all treatments were
poor, although ML-lo and Lab were best when considering
bias alone. In considering closeness to the true value, ROS
and Lab were both better in general than ML-lo, yet all were
poor. All four substitution techniques and NP-KM did
substantially worse than these. In summary, for highly
censored data sets, no treatment did well at predicting any
parameter except the standard deviation. Additional infor-
mation is presented in the Supporting Information.

Discussion
The above data analysis indicates that for data sets with less
than 70% censoring, the best overall technique is NP-KM,
with ROS, Rand, and Half being acceptable though inferior
alternatives. Of interest is that neither of the two maximum

likelihood techniques did well, and from the results of this
study they cannot be recommended for use.

Although these findings would seem to suggest an
endorsement of the two substitution techniques as easy-
to-use alternatives, it cannot be stressed enough that they
are not panaceas. The differences between a detection limit
as defined in this paper and a quantitation limit in a
production facility have not been considered here: Most users
must deal with quantitation limits and do not have access
to data sets with detection limits. There are some laboratories
which report double the value of their censoring level while
at the same time leaving data between their detection limits
and its doubled value as detected observations. Thus, for
example, if the detection limit is 1 and there are two measured
values of 0.8 and 1.4, the laboratory would report these as
<2 and 1.4 (27). In a situation like this, the conclusions
reported above may no longer be valid, especially concerning
the substitution techniques; in the example above, substitut-
ing one-half the detection limit would be equivalent to the
DL treatment evaluated throughout this study, and this has
been shown to be unreliable. In general, the substitution
techniques which appear to work so well in the our study
will not necessarily work well for data sets with quantitation
limits which attempt to avoid both so-called “false positives”
and “false negatives”. However, if the user has access to
laboratory detection limits prior to adjustments for “false
negatives”, then the substitution techniques should provide
reasonable alternatives to NP-KM or ROS.

Although the best known techniques for computation of
summary statistics on censored data are discussed here, there
are a number of other treatments which have not been
evaluated, among them being restricted maximum likelihood
procedures (28), maximum likelihood procedures using the
expected maximization algorithm (29, 30), and Winsorization
methods (31). Multiple imputation (MI) (32, 33), a technique
to determine statistics on data sets with missing data, was
briefly investigated on three data sets (the “case study” data
of V292 and two others). In all of these, the MI estimates
were poor relative to NP-KM, ROS, Half, and Rand, and
because MI is time consuming and tedious to use, it was
decided to not evaluate it for all the remaining lines.

The use of laboratory-generated data below the detection
limit (Lab) has been shown to be inferior to NP-KM and
certainly no better than ROS, Half, or Rand (compare Figures
1 and 2 and Tables 1 and 3). There is an additional compelling
reason to avoid using this approach: data generated by a
laboratory are not necessarily exclusively greater than zero.
In environmental data sets which have traditionally been
thought to be at least nominally log-normally distributed,
zero and negative numbers definitely would present problems
beyond their physical impossibility. Because of all of these
issues, Lab cannot be recommended as a treatment technique
to deal with censored data.

Summary
Nine different statistical techniques commonly used to
determine summary statistics in left-censored data sets were
evaluated by examining how closely the treatment’s estimate
of a given parameter matched the “true” value of that
parameter. The nine techniques were as follows: (1) sub-
stituting zero for censored data (Zero); (2) substituting the
detection limit value for censored data (DL); (3) substituting
one-half the detection limit value for censored data (Half);
(4) substituting a randomly generated number between zero
and the detection limit value for censored data (Rand); (5)
maximum likelihood estimation assuming a normal distri-
bution (ML-no); (6) maximum likelihood estimation assum-
ing a log-normal distribution (ML-lo); (7) the nonparametric
Kaplan–Meier technique (NP-KM); (8) regression on order

FIGURE 2. Evaluation of the treatment means in comparison
with the true mean. A “failure” (on the y axis) is a treatment
value that is more than 5% away from the true mean, i.e., |D| >
5%, where D is from eq 1.

3736 9 ENVIRONMENTAL SCIENCE & TECHNOLOGY / VOL. 42, NO. 10, 2008



statistics (ROS); and (9) using instrument-generated data
(Lab). Each of these treatments was evaluated for six different
parameters: the mean, median, first quartile, third quartile,
standard deviation, and interquartile range. Each treatment
was evaluated for all of these parameters on 44 distinct data
sets comprised of inorganic analytes in surface waters, ground
waters, fish filets and livers, tree trunks, lichen samples, and
lake sediment. These data sets ranged in size from 34 to 841
samples and in degree of censoring from 13.7% to 94.5%
censored.

It was found that the sample type and number of samples
had little effect on the quality of the results for the various
treatments but that the degree of censoring had a large effect.
For sample sets with less than 70% censored data, the best
technique was NP-KM: not only was it least biased, but it
also provided closest estimates of the parameters. ROS, Half,
and Rand were acceptable though inferior alternatives to
NP-KM; in general, they were unbiased estimators of the
statistics, but they tended to provide estimates which were
farther from the true value than NP-KM. The use of Half and
Rand as general techniques, however, must be accompanied
by a thorough understanding of the censoring schemes
employed by the laboratory. The worst treatments were Zero
and DL, with both maximum likelihood techniques being
only marginally better than these: consequently, maximum
likelihood is not recommended as an adequate tool for
estimating summary statistics. Lab was marginally worse than
ROS, Half, and Rand and far less superior than NP-KM and
should therefore be avoided. For sample sets with greater
than 70% censoring, there were no good techniques, although

both ML-lo and Lab were least biased; no treatment provided
good estimates of any parameter except perhaps the standard
deviation.
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